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Introduction

* Trace-based performance analysis and debug tools designed
specifically for network processors

- Networking-oriented system-level analysis
- Packet-focused performance analysis

* The speaker is a software developer and a co-author of the
Freescale Packet Analysis Tool
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Agenda HEEN D

Main topics:

* Network processor analysis

- Hardware packet trace

* Linux environment software trace considerations
- Modelling the networking functionality

* Analysis data visualization

« Short demo
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Network Processors

* Devices designed
specifically for networking
applications
- Typically one or more

general purpose
processing cores (GPPs)

- Specialized hardware
mechanisms for offloading
network related tasks
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Why Packet-Oriented Analysis?

* Traditional analysis tools:
- Software-centric
- Hardware-centric
- Networking feature agnostic
* Networking-specific analysis tools
- Traffic-centric: Wireshark, iperf etc.
- External observations only
* New paradigm
- Packet-centric analysis of the internals of the system under test
- Support integrating with other analysis tools and technologies

<
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Packet Analysis Use Cases

Packet Tracing

Packet Loss Analysis

Networking Metric Measurement

Latency Analysis

Load Balancing Analysis

<
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Shows which parts of the system process the packets. For example,
use this to verify that the packet flow is what you expect.

Understand why the packets become “lost” in the system: intentionally
discarded due to QoS constraints, discarded due to congestion,
misrouted etc.

Measure the packet throughput, jitter, error rates etc. at various points
in the system.

Measure the time spent processing packets at various points in the
system.

Measure how the packet processing is distributed across the system
(e.g. among cores).



Network Processor Analysis Tools

Trace analysis tool considerations

- Software trace is insufficient when hardware offloading is used

* The system’s parallelism requires:
" Collecting trace data from multiple sources
" Making meaningful trace data correlations
" Using effective visualization techniques

* Trace setting configuration complexity
- Quantitative and qualitative trace data collection control

<
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Freescale Packet Analysis Tool — Overview

* User friendly system-level analysis,
performance measurements and debug

* Provides visibility into networking tasks

[} 16-Decode Only

offloaded to hardware e A e

* Non-intrusive or low-intrusive data
collection

* Packet-centric analysis data visualization
+ Exemplifies the key concepts for | whameprocesed

DPAA Engine Analysis

iImplementing packet-focused analysis et s ocesog s D
tools
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Packet Analysis Tool — Freescale DPAA Overview

* The tool only supports the Freescale network processors which implement the DataPath
Acceleration Architecture (DPAA)

* For details, search freescale.com for “QORIQDPAAWP”
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Packet Analysis Tool - DPAA Hardware Trace

* Visibility into Frame Manager and Queue Manager activities via
IEEE-ISTO 5001 Nexus trace

* The tool selectively enables the output of trace and the verbosity
level for each trace point
* For each traced packet, the trace data contains info such as:
- The frame’s (packet buffer’s) address
- Error code(s) if applicable
- Trace point id
- Timestamps from a hardware clock
* The packet headers and payload are not traced

<
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Packet Loss Analysis Example

iperf output

[...]
[ ID] Interval Transfer Bandwidth Jitter Lost/Total Datagrams iperf reported

[ 4] 75.0-76.0 sec 8.55 MBytes 71.8 Mbits/sec 0.008 ms 2034/ 8136 (25%) dropped packets

Processing Path Analysis View By: |% Frames Processed '] Pre ing Path Detail

Path1 Sequence = (#1: FM2 => QM), (#2: QM), (#3: QM => SwPortall), (#4: SwPortall), (#5: SwPortall => QM), (#6: QM), (#7: QM == FM2)
Frames Processed = 180
Bytes Processed = 272160
Enqueue Rejects = 0
Total Path Latency = 63272 Platform Clock Cycles
Total QM Latency = 18360 Platform Clock Cycles
Path 2 Sequence = (#1: FM2 =» QM), (#2: QM), (#3: QM => SwPortall)
Frames Processed = 60
Bytes Processed = 90720
Engueue Rejects = 0
Total Path Latency = 2880 Platform [Clock Cycles = ~L:
Totol O Loceney = 2280 Plotform fiock Corte The data flows identified by the
Path 3 Sequence = (#1: FM2 => QM)
Frames Processed =1 H
i Freescale Packet Analysis Tool
i ; ' Engqueue Rejects = 0
0 20 40 ]

Totl Pt Ltency - laorm i Cycles show where the packets are

k Cycles

M % Frames

Processing Path

DPAA Engine Analysis View By: | Max/Avg/Min Latenc d rop ped [ ]

Select a path under Processing Path Details.

g6 QM gié : ! : :
VS‘#“:SWPDH:EI]- -ééé ------------------- - ;"" : ::: I The Code Servicing
0 100 200 300 400 min | | ‘

Path 1 - Max/Avg/Min Latency (Platform (

Analysis | Frame Details | Frame Lifetimes | Decoded Trace| Configuration| Note;|

SwPortall drops packets

<
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Packet Analysis Tool - DPAA Hardware Trace

Trace analysis tool considerations:

Software trace is insufficient when hardware offloading is
used

[...]

- The DPAA hardware trace is collected from key points in the
networking hardware

- The central data exchange mechanism (QM - Queue Manager )
- The “network interface controller” (FM - Frame Manager )

* The packets can be monitored while being processed by the
hardware

L <
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Packet Analysis Tool — Packet Trace Sources

The system’s parallelism requires:
Collecting trace data from multiple sources
Making meaningful trace data correlations

Using effective visualization techniques

- The hardware trace data shows how and when the various
subsystems (cores, hw accelerators, network interfaces) interact

* The software trace (future tool extensions) can be collected from
Linux (e.g. using LTTng) to show how the packets were processed
on the cores

L <
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Packet Analysis Tool — Packet Trace Correlation

* Trace data correlation types
- Among subsystems — same packet observed at multiple points
- Among “related packets” (data flow)
- Among trace data sets from multiple sources
- Packet Analysis Tool correlation
- Each DPAA hardware trace message - one packet/frame

- The trace messages contain the frame address (packet buffer address),
which is used as a unique identifier

- The hardware trace data and (in the future) software trace can be
correlated for “packet lifetime tracing”

- Automatic analysis of the trace data discovers the “processing paths”

<
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Packet Analysis Tool — Flow Level Analysis

Processing Path
* Entity representing a data flow
 Used to group stats for “related” frames (similar lifetime)

- Automatically identified by the Packet Analysis Tool by analyzing
the hardware trace data, no software instrumentation requirements

* Frames are tracked based on the address from trace

<
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Packet Analysis Tool Visualization — Processing Paths

Data Flows From Flow Level Latency Statistics
Trace Data e Sum of total time spent on this path
* Total number of frames processed on this path

() Packet Analysis Tool C="ro]
File  Measure Help
] Q-
0 35-DPAAQM =5
I3 =l
Q Processing Path Analysis View By: | Total Path Latency - ing Path Details
- Path1 Sequence = (#1: FML => QM), (#2: QM), (¥3: QM => SwPortak2) -2
Path 7 Frames Processed = 1

Al pune Bytes Processed = 210 din
£ Engueue Rejects = 0
& Path 5
=) Total Path Latency = 56 Platfarm Clock Cycles [
Path3 Total QM Latency = 56 Platform Clock Cycles
S path 1 B Cycles 4| Path 2 Sequence = (#1: SwPortal5 => QM), (£2: QM), (#3: QM => SEC), (#4: SEC), (£5: SEC => QM), (¢

Frames Processed = 500
Bytes Processed = 0
Engueue Rejects = 0
Total Path Latency = 18549386 Platform Clock Cycles
Total QM Latency = 9708766 Platform Clock Cycles
Path 3 Sequence = (#1: FML => QM), (#2: QM), (#3: QM => SwPortak3)
Frames Processed = 1
0 n Bytes Processed = 210
DPAA Engine Analysis Enqueue Rejects = 0
Select a path under Processing Path Details. Total Path Latency = 56 Platform Clock Cycles
Total QM Latency = 56 Platform Clock Cycles
Path 4 Sequence = (#1: FML => QM), (22: QM), (#3: QM => SwPortald)
Frames Processed = 1

*path 6

Path 2

0 4000000 8000000 12000000 16000000
Total Path Latency (Platferm Clack Cycles)

il

S

N

#4: SEC Bytes Processed = 66
M Enqueus Rejects = 0
5 FET™ Total Path Latency = 56 Platform Clock Cycles
A Av Total QM Latency = 56 Platform Clock Cycles
qu | Min 4 Path 5 Sequence = (¥1: FML => QM), (52 QM), (#3: QM => SwPortalés)
- E Frames Processed = 1
Bytes Processed = 210
» - - Enqueue Rejects = 0
0 10000 20000 30000 40000 50000 60000 Total Path Latency = 56 Platform Clock Cycles
Path 2 - Max/Avg/Min Latency (Platform Clock Cycles) = Totsl QM Latency = 56 Platform Clock Cyeles

4 Path6 Sequence = (£1: SwPortal5 => QM), (#2: QM), (3: QM => SEC) 2

Value « m 3

Analysis | Frame Details| Frame Lifetimes  Decoded Trace| Configuration  Notes

Sort

Frame Processing Stages

Path 2 Sequence = (#1: SwPortal5 => QM), (#2: QM),
(#3: QM => SEC), (#4: SEC), (#5: SEC => QM),

(#6: QM), (#7: QM => SwPortal5)

<

: - freescale i External Use 18



Packet Analysis Tool Visualization — Processing Path

Compare

Compare path
stats to determine
“weight” of each
data flow and to
evaluate the
system’s load
balancing

Processing Path Analysis

Path 1

Processing Path

30 40

20
% Bytes Processed

View By: [‘}E. Bytes Processed

% Frames Processed
Total Frames Processed
% Bytes Processed
Total Bytes Processed
% Engueue Rejects
Total Engueue Rejects
Total Path Latency

Total QM Latency
Max/Avg/Min QM Latency

B % Bytes

50 60

)

|

Processing Path Details

Path 1 Sequence = (#1: FM1 => QM), (#2: QM), (#3: QM == SwPortal8)
Frames Processed = 32
Bytes Processed = 3212
No Engueue Rejects
Total Path Latency = 1634 Platform Clock Cycles
Total QM Latency = 1634 Platform Clock Cycles
Path 2 Sequence = (#1: FM1 => QM), (#2: QM), (#3: QM => SwPortal9)
Frames Processed = 42
Bytes Processed = 4792
No Engueue Rejects
Total Path Latency = 2156 Platform Clock Cycles
Total QM Latency = 2156 Platform Clock Cycles

<
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Packet Analysis Tool Visualization — DPAA Subsystem
Analysis

_ DPAA Engine Analysis View By: | Max/Avg/Min Latency -
Compare DPAA engine Ma:nl’A. g/Min Late

Select a path under Processing Path Details, 5 -
(subsystem) level stats to TD&:IE'E“:“E HEJ;‘FE
gueue Regjects |
search for bottlenecks [T )

Observe frame processing #4: SEC

latency on SEC engine and g
the QM stage before SEC 2 W Max
i Ava
processing 2 OM an ||
Updated for the currently 0 10000 20000 30000 40000 50000 60000
selected processing path Path 2 - Max/fwvg/Min Latency (Platform Clock Cycles) s
Sort By: |Value -

Analysis | Frame Details | Frame Lifetimes | Decoded Trace | Configuration | Motes
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Packet Analysis Tool Visualization — Frame Details View

View Filter

Frame
Processing
Details

<

File

&

-}
Q@

@ m

(2 Packet Analysis Tool

Measure

Frame Address

Help

(] 35-DPAAQM 32

Frame Details

(* = any string, ? = any character)

Path / Frame / Event
4 Path2

>

b

[

Frame0
Frame 1
Frame 2
Frame 3

<

[

S

Enqueue by SwPortal5

Dequeue by SEC

Enqueue by SEC

Dequeue by SwPortal5

Frame4

Frame 5

Frame6

Frame7

Frame 8
Enqueue by SwPortal5
Degueue by SEC
Enqueue by SEC
Dequeue by SwPortal5

Frame 8

Frame 10

Framell

Frame 12

Frame13

Frame 14
Enqueue by SwPortal5
Dequeue by SEC
Enqueue by SEC
Dequeue by SwPortalS

Frame15

Frame Address

(Oxaf000000
Oxaf002040
(Oxaf004080
(Oxaf0060c0

Oxaf008100
Oxaf00a140
(Oxaf00c180
Oxaf00elcd
0xaf010200

Oxaf012240
Oxaf014280
Oxaf0162c0
0xaf018300
Oxaf01a340
Oxaf01c380

Oxaf0ile3cd

DPDC Timestamp

11041674
11041722
11049254
11049304

11041978
11042012
11053864
11053916

11042234
11042284
11059736
11059788

Latency (Cycles)

48
7532
50

EL
11852
52

50
17452
52

Frame Processing Latencies

(e.g. observe the increasing SEC latency)

Details

Sequence = (#1: SwPortal5 => QM), (#2: QM), (#£3: QM =» SEC), (#4: SEC), (#5: SEC => QM),

FQID 0x209, CID 0x0
FQID 0:209, CID 0x840
FQID 0208, CID 0x0
FQID 0x208, CID 0x5

FQID 0:209, CID 0x0
FQID 0:209, CID 0x840
FQID 0x208, CID 0x0
FQID 0:208, CID 05

FQID 0x20b, CID 0:0
FQID 0:20b, CID 0x340
FQID 0:20a, CID 0:0
FQID 0x20a, CID 0x5

Analysis | Frame Details | Frame Lifetimes | Decoded Trace | Configuration | Notes
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Packet Analysis Tool Visualization — Frame Lifetimes View

Traced Frame Timeline
Frames Timeline Details
[ 6-Decfde Only Xil = O |dli Range Statistics =a
EFIE filcNCe ey |Range 189.84 - 20! v |4 & X
1\1‘-6! 24 5000 |205.1 i Resource Utilization

— CORE@SwPortal0 100 frames

Oxbc0f] QM 100 frames

QxS ‘§| SEC 90 frames

B | Engine
Dequeue by SwPortal0 Utl I ization
FQID 0x232e, CID 0x0 . .
Statistics

[ Legend =
IRy
3 con |
= | |
: RMAN [ | DPAA
= e Subsystems

gvhﬂ??aﬂﬂ o S = E FM1L

Analysis |Frame Details |Frame Lifetimeleecoded Trace Configuration‘ Notes| M2
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Packet Analysis Using Software Trace

- The networking software trace can provide data similar to the hardware
trace:

- The frame’s (packet buffer’s) address
- Error code(s) if applicable
- Trace point id
- Timestamp
- Software only trace
" LTTng, Ftrace, plain log files
= Can be intrusive
- Hardware assisted software trace

* Use the hardware trace features of the cores, if available: Freescale Nexus or ARM
CoreSight

" Typically non-intrusive or very low intrusiveness
" Highly accurate timestamps

<
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Packet Analysis Software Trace Correlation

Trace data correlation types
Among subsystems — same packet observed at multiple points

Among “related packets” (data flow)
Among trace data sets from multiple sources

- Between subsystems:
- Use the packet address
- Data flow identification
- Similar to the hw trace
- Correlating trace data sets from different sources
- Typically based on timestamps
- Timestamp correlation and normalization may be required

- Other correlation methods — use trace data annotations (markers) — see
the next slides

L <
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Packet Analysis Tool — WireShark Correlation

- Two data sets need to be correlated: the log of network packets
(analyzed by Wireshark) and the hardware trace (analyzed by the
Packet Analysis Tool)

* One easy correlation method: use ICMP packet markers
* At the beginning of the test, inject ICMP packet with size X
* At the end of the test, inject ICMP packet with size Y

<
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Packet Analysis Tool — WireShark Correlated Analysis

Ml peepout lenl o

Eile Edit View Go Capture Analyze Statistics Telephony Tools Internals Help

@i my BERRES A DTF L

Filter:

No.

Matching
Lengths

500

509

L <

A B @B %% B

Elﬁprmion‘.. Clear Apply Save

Source Destination Protocol  Length

[NEE] . 82. .B2. Echo
0.000226 .82.139.22 .82.136.142
0.000016 10.82.136.142 10.82.139.22 ICMP 142 Echo
0.000193 10.82.138.22 10.82.136.142 ICMP 142 Echo
10.82.136.142 10.82.139.22 ICMP 98 Echo
10.82.139.22 10.82.136.142 IcmMp 98 echo (ping)

reguest
reguest
reply
reply
request
reguest

s5eq=1,/256, tTl=64
seq=1,/256, ttl=64 (reply in 451)
seq=1/256, tt1=64 (request in 450)
seq=1/256, ttl=64

seq=1,/256, ttl=64

seq=1,/256, ttl=64 (reply in 457)

Frame Details

Q

Path / Frame / Event Frame Address DPDC Timestamp Details

Sequence = (#1: FM2 => QM), (#2: QM), (#3: QM => SwPortalo), (#4: SwPortalo), (#: Pac ket M arke I
Based Correlation

0.0001653 0x82Fbad00 Frame Length = 142 bytes
0.000008
0.000162 1 0x82Fba400 Frame Length = 142 bytes
0.999184 3| » Frame2 0x82fba400 Frame Length = 98 bytes
0.000166 3 » Frame3s 0x82Fba400 Frame Length = 98 bytes
0. 000007 ] “
0.000162 1 Frame 4 0x82fba400 Frame Length = 98 bytes
0.999681 ]| » FrameS5s 0x82fFba400 Frame Length = 98 bytes
0.000163 1| » Frames Frame Length = 98 bytes
0.000009 ] = S
0.000162 1 pramaiy
0.001386 ]| » Frames DPDC Trace Event | prame Address | Action Type Event Description
Timestamp Source
0.000276 B » Frames
0.000008 Hil Frame 10 Verbose mode. Direct connect portal 0x1 (FM2). Debug Tag = 1. Enqueue Command Dispatched trace event. Port
0.000259 1 Enqueue b: response to this queue operation. Order Restoration w; Hat not
» Frame 11 oxs2f 45 om 0x82fba400 Bep 1Y restoration. Enqueue operation was not rejected. FQID) XO.
(short, single buffer, simple). Frame offset = 0x80 (128)’ 0x5¢
> Frame 12 0x82f Address = 0x82fba400. Find: [(242) ™|
* Frame 13 0x82F Verbose mode. Software portal 0x0. Debug Tag = 1. De - N to th
Dequeue by  Order Restoration was not specified at enqueue. The fr, Direction Scope ion.
46 | 7s25467592 0x82fbadoo SwPortal0  notrejected. FQID =0x101d. Channel =0x403. Frame St @ rorward @ All gle
offset = 0x80 (128), frame length = 0x62 (98). Complete| N N 0x8
) Backward ) selection
Verbose mode. Software portal 0x0. Debug Tag = 1. Enc ot b
Enqueue by  GUEUE operation. Order Restorationwas not specified i options toc
47 | 7525478360 oM o=y Enqueue operationwas not rejected. FQID = 0x153. Cha - . mat
buffer, simple). Frame offset = 0x80 (128), frame lengtHh | Case sensitive & wrap search ol i
0x82fba400. ] Whole word [ Incremental
verbose mode. Direct connect portal 0x1 (FM2). Debug | poiar expressions | Column first nres
operation. Order Restoration was not specified at enq; err|=
48 | 7525478414 oM 0x82fbad00 operation was not rejected. FQID = 0x153. Channel = Ox. 0x0
simple). Frame offset = 0x80 (128), frame length = 0x62 (98). Complete LIODN OFfset = 0x1. Buffer Pool ID = 0x9.
Verbose mode. Direct connect portal 0x1 (FM2). Debug Tag = 1. Enqueue Command Dispatched trace event. Port|
[ENSMNPRNIIN r<sponse ko this queue operation. Order Restoration was not specified at enqueue. The frame enqueue was not
49 7526543450 [o1] 0x82fba400 Dc’:, p Ll restoration. Enqueue operation was not rejected. FQID = 0x101d. Channel = 0x0. Frame Status/Command = 0x0.
(short, single buffer, simple). Frame offset = 0x80 (128), frame length = 0xf2 (242). Complete LIODN Offset = 0x 5
Address = 0x82ba400.
Verbose mode. Software portal 0x0. Debug Tag = 1. Dequeue trace event. Portal was not halted in response to tH
Dequeueby  Order Restoration was not specified at enqueue. The frame enqueue was not deferred due to order restoration.
30 | 7263434968 M 0x82fbadoo SwPortal0  not rejected. FQID = 0x101d. Channel = 0x403. Frame Status/Command = 0x0. Frame Format = 0x0 (short, single
offset = 0x80 (128), frame length = OxF2 (242). Complete LIODN Offset = Ox5c. BuFfer Pool ID = 0x9. Address = Oxt
Verbose mode. Software portal 0x0. Debug Tag = 1. Enqueue Command Dispatched trace event. Portal was not I
Enqueue by  Queue operation. Order Restoration was not specified at enqueue. The frame enqueue was not deferred due o ¢
51 7526554764 oM 0x82fba4d00 cwportalg  Enqueue operation was not rejected. FQID = 0x153. Channel = 0x0. Frame Status/Command = 0x0. Frame Format
buffer, simple). Frame offset = 0x80 (128), frame length = 0xf2 (242). Complete LIODN OFfset = 0x1. Buffer Pool |
0x82fba400.
Verbose mode. Direct connect portal 0x1 (FM2). Debug Tag = 1. Dequeue trace event. Portal was not halted in res
= [E———— oM 0x82Fbad00 Dequeueby  operation. Order Restoration was not specified at enqueue. The frame enqueue was not deferred due to order r|
DCP 1

Analysis [Frame Details | Decoded Trace | Configuration| Notes|

<&
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Packet Analysis Tool — WireShark Correlated Analysis
(continued)

Processing Path Analysis View By: Total Path Latency = Processing Path Details

¥ Path 1 Sequence = (#1: FM2 == QM), (#2: QM), (#3: QN
Frames Processed =135
Bytes Processed = 73356
Enqueue Rejects =0
B Cycles TotalPath Latency = 984726 Platform Clock Cycles J
Total QM Latency = 13440 Platform Clock Cycles

= Path1

Processing Path

After Correlation,
] 200000 400000 600000 800000
Total Path Latency (Platform Clock Cycles) com pare H ardware
DPAA Engine Analysis View By: | Max/Avg/Min Latency = Stats Wlth Network

Select a path under Processing Path Details. Traﬁ:lc Stats

& pespouticp e Wi

il Rev 50926 from /trunk-1.10)]

. r
mm—)_ oM File Edit ‘!lew @\: Capture Analyze Statistics Telephony Tools Internals Help e ==
E e®dm i BRERS @ # T Qg Tength: —%7 T bytes
a Filter: ssh &8& ip.addreq1082139.22 Baprasslon‘.. [« e : A APIUmPL b PP

#4: SwPortal Encapsulation: Ethemet
No. Time Source Destination Protoct P 65535 bytes
606 0.000000 10.82.136.142 10.82.139.22 SSHY2
607 0.000178 10.82.139.22 10.82.136.142 sswd | Lo
609 0.000119 10.82.136.142 10.82.139.22 SSHW2
B11 0.000153 10.82.139.22 10.82.136.142 sshvg | Firstpacket 2013-08-1212:25:38
614 0.000862 10.82.136.142 10.82.139.22 SSHY2 Last packet: 2013-09-1212:26:23
615 0.000816 10.82.139.22 10.82.136.142 SSHY2 Elapsed: 00:00:44
616 0.000044 10.82.136.142 10.82.139.22 SSHW2
617 0.001008 10.82.139.22 10.82.136.142 ssHval | capture
n 621 0.039870 10.82.136.142 10.82.139.22 SSHW2
Analysis|Frame g5 0.000195 10.82.139.22 10.82.136.142 ssHvZ | [ Capture file comments
625 0.004931 10.82.136.142 10.82.139.22 SSHW2
626 0.000357 10.82.139.22 10.82.136.142 SSHY2
627 0.007972 10.82.136.142 10.82.139.22 ssHvZ | Interface Dropped Packets Capture Filter Link type Packet size limit
628 0.000157 10.82.139.22 10.82.136.142 S55HvZ unknown unknown unknown Ethernet 65535 bytes
631 0.038384 10.82.136.142 10.82.139.22 SSHW2
632 0.000173 10.82.139.22 10.82.136.142 SSHW2
634 0.000046 10.82.136.142 10.82.139.22 SSHW2
636 0.000160 10.82.139.22 10.82.136.142 SSHW2
637 0.000049 10.82.136.142 10.82.139.22 SSHW2
638 0.000188 10.82.139.22 10.82.136.142 SSHW2
761 5.006376 10.82.136.142 10.82.139.22 SSHW2
762 0.000193 10.82.139.22 10.82.136.142 s5HvZ | Display
< r Display filter: ssh && ip.addr eq10.82.139.22
Frame 637: 130 bytes on wire (1040 bits), 130 bytes captured (104 Ilgnored packets: 0 (0.000%)
+ M - H M : : : : H i :
Scharnes ox el nenacs-sa:zo:ae oiiecrioriaono, v ol oot Gt + Doy e W«
Transmission Control Protocol, Src Port: 36921 (36921), Dst Port Packets 1481 102 6.887% 0 0.000%
= 55H Protocol Between first and last packet 44.920 sec  12.435 sec
= 55H version 2 (encryption:aesl28-ctr mac:hmac-md5 compression: B
Encrypted Packet: 20f3e0643ef810249a57fe3c5bfde0co6151c3bdaa]l| ~vd packets/sec 32.969 8.203
MAC: 7dd482293ede73ed65d948b0 Avg. packet size 232.339 bytes 1277.176 bytes
Bytes 344094 130272 37.859% 0 0.000%

Avg. bytes/sec 7660.066 10476182

Avg. MBit/sec 0.061 0.084
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Extending Packet Analysis to Software

- Software visibility
- LTTng
- Dynamic tracing
- Hardware assisted software tracing
- See the Linaro ARM Coresight framework
* Focus on the networking software/hardware interfacing

<

: - freescale i External Use 30



Trace Data Correlation and Visualization

* The packet trace data and logs of different types and/or from
multiple sources - represented and stored using the Common Trace
Format (CTF)

* The Trace Compass Eclipse project - generic framework for multi-
set trace data collection, analysis and visualization
- CTF trace data sets
- libpcap packet capture logs
- LTTng kernel and userspace logs
- Trace Compass supports data driven visualization and analysis

* Considered for future Freescale packet analysis tools

<

: - freescale i External Use 31



Conclusion

 Packet centric trace analysis — focused on the specifics of the
networking devices and applications

* The packet trace provides unique insight
- The tasks offloaded to hardware can be easily monitored

- Key networking metrics (latency, packet loss rates, throughput) can be
easily measured and reported at software module and hardware

subsystem level

* The packet analysis data is well suited for high level system
modelling and visualization

For more info, search freescale.com for “packet analysis”.

<
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Backup

<
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Packet Analysis Tool — Trace Data Collection Control

* Trace data collection constraints

- The network traffic volume is very high (e.g. Freescale T4240 has multiple 1Gbps and
10Gbps network interfaces)

- The trace bandwidth is limited
- The trace storage is limited

* Traced Frames
- Only the frames marked for debug are traced

- The frames can be automatically marked for debug when packets are received from the
network

- The packets can also be marked by the instrumented software running on the cores

* The tool configures
- Which packets get marked for debug
- Which key points in the system output trace and for which debug mark
- The verbosity level for each trace point

<
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