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» Emerging Workloads and Next Gen Processor Design
» Traces and Hardware Model

» Key Challenges in Workload Tracing

» Case-study of Cloud Data Store

» Addressing the Challenges in Trace Collection and Analysis
—When to Take a Trace ?
—How to Select a Trace Segment ?
—How is Trace Generated?
—Trace Validation and Profile Analysis

= Summary
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* New business trends leading to emerging workloads in domains such as
big data, analytics, cloud, social and mobile

spaik’ ®mongoDB ST o 000

* It is important to focus on the following emerging workload characteristics
while designing next generation processors
* Instruction combinations
« Cache access patterns
» Data access patterns
« Sharing of data
« OS and Hypervisor calls
* Instruction mixes
 Data affinities
» Branch related instruction mix

« How are these workload characteristics taken in as input to the processor
design lifecycle ? Through workload traces

3 © 2015 IBM Corporation



Processor Performance Modeling Lifecycle

O To achieve best performance for emerging workloads the next

N

generation processor design need to use appropriate workload traces
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Traces and Hardware Model
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Key Challenges in Workload Tracing

Hardware models generally execute
only a subset of instructions, while
most workloads run into billions of

instructions. Overall runtime of
emerging workloads increasing.

A smaller subset of runtime with
representative workload behavior

required for design studies. Selection
depends on the design needs and
the workload characteristics

The selected segment need to retain
the original workload characteristics

How do we identify a workload
interval to trace ? /

y

What algorithms and techniques
can be used to select a trace

segment with a true representation
of the workload behavior? /

How do we validate the profile of

the selected trace segment ? /
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Case-study of Cloud Data Store
(MongoDB) Driven by a Cloud
Benchmark (YCSB)



MongoDB Cloud Serving Store
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Cloud Serving Store

Cloud Based Application Patterns

= Single MongoDB instance
= Focus on transaction performance than
scalability

= Driven through Yahoo Cloud Serving
Benchmark (YCSB) Client
= \Workload generator modeling
applications on cloud data system
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MongoDB - Cloud Serving Database

= No-SQL, Document-oriented

» High performance, High availability, Easy
scalability

= Clients connect to the MongoDB server
process and perform a sequence of
actions, such as inserts, queries and
updates

» Stores data in files and uses memory
mapped files for efficient data
management

= MongoDB has multiple use cases.
Analyze use cases to generate similar
workload pattern

MongoDB
Use Cases

High Volume Data Feeds
Operational Intelligence
User Data Management

Content Management

Product Data
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YCSB Client — Cloud Serving Benchmark Framework
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Configures Cloud Workload pattern

« With a particular mix of read/write operations, data
sizes and request distributions

» Used for modeling fundamental workloads generated
by web applications on cloud data system

Provides Performance Benchmark Tier

* Focuses on the latency of requests when the database
is under load, using constant hardware resources
(scaling not considered in this tier)

Acts as Data and Workload Generator

 Defines the dataset and load it into the database (Load
Phase)

» Executes operations against the dataset while
measuring performance (Transaction Phase)
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Addressing the Challenges in Trace
Collection and Analysis
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When to Take a Trace ?

CPU Utilization

TUser% 7Sys% mWait%

= \Wait for application steady state

CPU utilization

Application transaction pattern. E.g.: number of
records processed, throughput, latency, etc.

Application profile using hardware performance counters. Eg:
memory bandwidth, cache misses etfc.
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How to Select a Trace Segment ?
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Trace Selection Techniques

Two-level filtering . . Sampling on entire
approach Unit level selection workload

 Useful for workloads  Useful for design * Traditionally used for
with high runtime evaluations and trade-off time limited benchmarks
« Collect counter data to studies of specific units with multiple phases of
analyze phases and * Collect hardware execution.
select a section of counter data based on * Run entire workload to
interest the design needs and identify various samples
« Based on workload select a smaller section for tracing
characteristics with a distinctive pattern - Tedious and time
« Identify a contiguous required for the design consuming for long
trace in the selected evaluation running applications
section( like for long * E.g.: for cache
running workload, with configuration trade-off

repetitive phases)

analysis select trace

« Sample the selected based on the cache

section further

access related
counters

4

Smaller Representative Subset
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How is Trace Generated?

Setup the functional simulator to trace the selected representative segment

MongoDB Workload Tracing Setup

| YCSB Client |
System

I
Configs:

- Record count
- Num threads
- Operation count
- Workload pattern | |~

Load phase
Disk Image Linux Kernel

m Image
3
Transaction ‘ » -
hase B ongo
P R Trace File

Load phase
phase

happens first, followed by Transaction

Trace only the transaction phase

Load phase mostly repetitive in nature; Transaction
phase used for performance measurement, will
have interesting sequence of instructions
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Trace Validation and Profile Analysis

Symbol
information

MongoDB
Trace File

Trace Post-Processing Tools

K/ Uses kernel and application
symbol information
v' Maps user/kernel instruction
addresses to respective
functions
Dependent library symbol
resolution

v' Trace statistics like
Instruction mix,
performance event
statistics

v
! Call stack /
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v Hot functions
v Percentage of kernel and user
level functions
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» Understand the workload runtime that was captured in the trace.

Qxc0000000007e082c - Dxe8410018 - ......... lnet_recvmsg (+124> <-10Z> <4124 <92 (OxlYaZ7e>

Ox 0000000007 30970 - 0xe8410018 - .......... sock_recvmsg {+160> <-114> {+160> (11> {Ox19aZ8a>
Oxc0000000007387c0 - OxZF330000 - ... ... sys_recvfrom (+224 (-Z24Z2% {+Z24> <(8) (0x193Z293>
Oxc0000000001F3808 - Ox7c080Zab - ... ..... fput <+8> (280> 48> (18r (Ox19aZak>

Oxc00000000073e844 - 0xB0000000 - ... ....... sys_recvfrom {+3968> <(-110> <+306> (13> <0x19aZh4>
Oxc00000000073F630 - Ox7ch307hd - ... ... ... sys_socketcall <4872 (-32Z» {+B7Z> {7» (Ox1Y93Zbc>
Oxc0000000000090d8 - O0xf8R101cE - ... ..., syscall_exit (+0» (-154> <+0> <3h» {Ox193Zel>

0x106bb87c - 0xe8410018 - . .Hongo::Socket::_recy <+76> (-38> <+76> <G> (0x19aZe?>

0x106bb3ch - 0xBO000000 - ., .mongo::Socket:unsafe_recy <(+32» (=002 <+32> (&> <(0x19a2f0>

0x10Bbhdflc - 0xBO00D0O0D0 - ....mongo::Socket::irecy {41403 <-438> {+140> (26> <Ox1%9a30b>

0x10603d98 - 0xBO000O0D0 - .. ... mongo: :MessagingPort: irecy (+2963> (166G <+2963 <24 {(0x19a3Z4>
0x10BR77F4 - 0xBO000O00 - ..., mongo: :FPortMessageserver: thandlelncomingMsg <+1044% <-2274% (+1044%> <14 {0x19a333>
0x101b1240 - Ox3c401098 - .. ..... mongo: :MyMessageHandler: iprocess <+0> (=Z2302% <+0> <41 <0x19335d>
0x103echzd — Oxp0000000 - .. ...... mongo: :inShutdown <+8% (-38% <+8> (0» <0x19a363>

0x101b1Zed — OxpO000000 - .. ..... mongo: :MyMessageHandler: iprocess <+168r (-Z134> (+168> (10> {0x19336e>
0x104228c8 - Ox7c0802a6 - ...t mongo: :LastErrorHolder: istartRequest <+8) (=106 (+8) (&> (0x19a377>
Ox104227c8 - O0x7c0802ab6 - ...t mongo: prepareErrForNewRequest {+82 (=238 {(+8> (ZZ2» (0x19a38e>
0x104228ec - 0xBOOODO0O0 - .. ...... mongo: :LastErrorHolder: istartRequest <+44% (<70 (+44> (B> {0x19a3395%
0x101kh1314 - 0xB0O000000 - ....... mongo: :MyMessageHandler: iprocess <+212% <-2090% <+Z12» (13> <{0x19a333>
0x10Bk3a30 - 0x3c401098 - ........ mongo: :MessagingFort: iremote (+0» <-338> <+0» 20> <0x19a33b5>
Ox10Bkb3afc - Oxed410018 - .. ...... mongo: :MessagingFPort: iremote <+204% <(-134> <+Z204> <1b>» <0x1Y933c9%
0x101b134c - Oxe8410018 - ....... mongo: :MyMessageHandler: iprocess <+268r <(-Z034> <+Z68> <4 <0xlY9a3ce>
Ox103F5228 - O0x7c0802a6 - ........ mongo: rassembleResponse <+8> (-T314» <+8> {40 <0x19a3f7>

Ox103F5770 — 0xed410018 - ..., mongo: rassembleResponse <+1360% <-B462» <+1360% <13 {0x19a405>
0x1058d398 - 0x7c0802ab6 - ...t mongo: :0pCounters: igotOp <+8» (570> {+8) {44 {0x193432Z>
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» A faster drift in the newer workloads, more and more new traces need
to be collected. Quality of traces and faster analysis important.

» Trace selection techniques based on a wide variety of hardware
needs and workload characteristics

» Trace Validation process is gaining lot of significance; emerging
workloads with complex runtime and multiple components in the
application stack

»Multiple choices for trace selection:
»Sampling on entire workload to identify phases

»Two level filtering and contiguous trace selection(for longer
runtime, transaction based workloads etc.)

> Unit level selection (for design evaluations of specific processor
features)
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Questions

?
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